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Abstract—Augmented Reality (AR) is expected to be one of
the technologies that will have a high impact on different areas
such as education, maintenance or game development. One of the
main drawbacks of using this technology has been the complexity
for users without programming skills to create AR applications.
The use of High-Level Content Design Frameworks (HCDF) is
proposed as a solution to facilitate the process of developing AR
applications.

There are different types of HCDF, but it is necessary to
classify them so further research would fill gaps in the current
literature. To the best of our knowledge, no research has been
done focusing on analyzing the articles related to HCDF. As a
solution to these problems, we have proposed a systematic method
to classify and find current trends in research focused on HCDF.

Index Terms—systematic mapping study, augmented reality,
authoring tool, content design framework

I. INTRODUCTION

Augmented Reality (AR) has obtained a strong interest in
research for more than a decade and has led to interdisciplinary
research in fields such as education, architecture, medicine,
entertainment and marketing which have achieved positive
results [1].

For instance, there is an increase in the development of tools
for the creation of AR applications (augmented reality author-
ing tools), which can be used both by expert users through a
programming framework and by non-expert users through a
content design framework [2]. Content design frameworks for
AR can be classified in low-level content design frameworks
or high-level content design frameworks (HCDF), where the
HCDF commonly includes a visual editor that facilitates the
creation of applications focused on AR.

For this reason, we have carried out a systematic mapping
study on HCDF based on the process established in [3], and
the update proposed by [4]. For this research, the HCDF
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stakeholders have been defined as shown in Figure 1 and
described as following:

• HCDF developer: The HCDF programmer who use AR
programming frameworks.

• HCDF user / AR application author: The non-
programmer user that uses the HCDF to add custom AR
content.

• AR application user: The target end-user which uses AR
applications.

The rest of the paper is organized as follows: section II gives
an overview of related works, section III describes in detail
how the research method was carried out, section IV shows
the results obtained by answering the research questions, and
finally, section V synthesizes and concludes the systematic
mapping study.

Fig. 1. HCDF stakeholders

II. RELATED WORKS

Two articles collect AR authoring tools, both of them
propose new taxonomies. Reference [2] showed at least one
example per each classification focused on AR frameworks.
On the other hand, [5] found 14 primary studies about content
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design frameworks and their classification is made according
to authoring paradigms (stand-alone or plug-in) and deploy-
ment strategies (platform-specific or platform-independent).

However, none of these investigations have focused spe-
cifically on HCDF. Also, both articles use a non-systematic
procedure to identify primary studies, so we did not find any
articles that have carried out a systematic review or systematic
mapping on this topic.

Therefore, the present work seeks to update and cover the
totality of existing articles about HCDF through a systematic
mapping of the literature.

III. RESEARCH METHOD

The goal of our work is to identify how HCDF are de-
veloped and used. Therefore, we propose a set of research
questions which serve as guidelines for our research.

A. Research Questions

We chose a systematic mapping study because the objective
of the paper is to explore state of the art on HCDF. Also, we
seek to find out what sub-areas exist on this topic through a
classification.

We address the following research questions:
• RQ1. Where and when are the academic articles on

HCDF published?
– RQ1.1. What is the publication trend of HCDF

articles by year?
– RQ1.2. In which conference or scientific journal are

HCDF articles published?
• RQ2. How are HCDF developed?

– RQ2.1. What are the AR programming frameworks
used by the HCDF developer?

– RQ2.2. In which development platform does the
HCDF user create AR applications?

– RQ2.3. What interface projection platform of the
HCDF does the AR application user use to view the
content in AR?

• RQ3. What type of user interface does the AR application
author use with the HCDF?

• RQ4. How are the HCDF classified according to the
general models proposed by [5]?

• RQ5. What is the application field in which the HCDF
are focused?

• RQ6. What are the methods used to validate the HCDF?

B. Search

To determine the keywords, it is necessary to take into
consideration the scope of the investigation. We generated our
search string by using the PICO strategy [6]:

• Population: The population is the applications of AR or
mixed reality (MR). The keywords that identify the pop-
ulation are: “augmented reality”, “AR”, “mixed reality”
and “MR”.

• Intervention: The intervention or technology are the
HCDF; however, this term is not widely used. For this

reason, it has been chosen to use the term AR author-
ing tool which includes the HCDF. The keywords that
identify the intervention are: “authoring tool”, “authoring
software”, “authoring system”, “authoring platform” and
“authoring toolkit”.

• Comparison: This research does not make comparisons
with other methods to create AR applications.

• Results: The results from using the HCDF is the usability
for the creation of AR applications.

We determined that the population and intervention criteria
are the most relevant items in our context.

Another important point is to eliminate the keywords that
are acronyms of the population criterion because they generate
unnecessary results. Regarding the criterion of intervention,
the most used word is “authoring ’, which comprises the other
keywords. Finally, the search string to apply is (“augmented
reality” OR “mixed reality”) AND “authoring”.

Then a search was done on January 2018 in the following
academic databases: ACM Digital Library, IEEE Xplore Dig-
ital Library, ScienceDirect and Scopus. The following Table I
shows the results.

TABLE I
RESULTS IN EACH ACADEMIC DATABASE

Academic database Search field Number of articles
obtained

ACM Digital Library Title, abstract and
keywords 120

IEEE Xplore Digital Li-
brary

Title, abstract and
keywords 123

ScienceDirect Title, abstract and
keywords 47

Scopus Title, abstract and
keywords 311

Total 601

We validated our search strategy by comparing our results
with the articles obtained by [5].

C. Study Selection

The inclusion and exclusion criteria were obtained through
the process proposed by [7] and were applied to the meta-
data, titles, and abstracts of the articles. When in doubt, we
proceeded to full-text reading. At least two different authors
reviewed each article and decided if it was uncertain, relevant
or irrelevant according to our topic.

1) Inclusion Criteria:
• The article was published until 2017.
• The article is digitally available and was published as part

of a conference, scientific journals or workshop.
• The language of the article is English.
• The article describes an HCDF.

– The HCDF must have a visual editor.
– The HCDF is independent or part of a system.
– The HCDF allows augmenting visual, audio or haptic

content.



– The HCDF can be part of a layered authoring tool1.
If the framework has a visual editor and is self-
sufficient, then the framework will be included.

– The HCDF can use embedded pre-designed content
or external content. The user can add custom con-
tent (multimedia objects or text) to the application
without the need to write lines of code.

2) Exclusion Criteria:
• The article describes an AR programming framework,

that is, it requires the user to program2.
• The article does not propose a HCDF but uses or validates

an existing HCDF. Only articles that describe their own
frameworks are included.

• The article proposes a HCDF in which visual content is
not used, For example, if the framework only uses audio
content3, the article will not be included.

• The article is a duplicate of another article.
Since there is no systematic review or systematic mapping

related to the area previously proposed, our investigation
covers the totality of articles available up to the proposed date.

We then applied the decision rules and used the strategy D5
[7] as suggested by [4]. With the remaining set of articles, we
proceeded to read each article entirely and emit a final opinion.
Finally, we eliminated articles that describe the same HCDF,
giving priority to articles with the most recent publication date
and from scientific journals.

D. Quality Evaluation

To ensure there is necessary information for the data extrac-
tion form (see section III-E), we applied a quality evaluation
to the remaining articles. During this stage, each article was
assigned a score of 0 - 6 based on the quality criteria of
Table II. Each criterion has the value of 1 point. An article
can pass the quality criteria if it has at least 4 points.

TABLE II
QUALITY CRITERIA

Description

QC1 The article shows the AR tracking method
QC2 The article shows the development platform
QC3 The article shows the interface projection platform
QC4 The article shows the authoring user interface

QC5 The article shows enough information to classify the HCDF
according to the taxonomy of [5]

QC6 The article shows clearly at least one validation method of
the HCDF

This systematic mapping of the literature is based on the 74
articles that passed this stage. The number of articles included
and excluded for each stage is shown in Figure 2. Appendix

1A layered framework can support different levels of complexity to engage
different users.

2We refer “to program” as writing lines of code in a programming language.
3There are augmented reality systems based only on audio, we do not

consider them because they would present a disadvantage when compared
with frameworks that allow visual content.

A shows the list of included articles (primary studies), as well
as those excluded by the quality evaluation.

Fig. 2. Overview of the article selection process

E. Data Extraction
For each article, the necessary data are extracted to complete

the form shown in Table III. The following are a detailed
definition of the fields used in the data extraction form:

1) AR programming framework or method: The framework
has to identify where to augment the content. We were careful
not to confuse with 3D rendering libraries.

2) AR tracking method: Provided by the AR programming
framework and abstracted by the HCDF to end-users.

3) Development platform: Platform used by HCDF user.
4) Interface projection platform: Platform used by the AR

application user.
5) Authoring user interface: Interface type used by HCDF

user.
6) General models: Taxonomy proposed by [5].
7) Domain: Field of application the HCDF is focused on.
8) Validation method: Evaluation process used to validate

the HCDF.

IV. RESULTS

We summarize our findings and discuss them on this section.
These are organized by our proposed research questions in
III-A.

A. Frequency of Publication (RQ1)
The publication trending by year on Figure 3 shows an

increasing interest in this topic. Since this topic appeared in
2002, there is little research done until 2007. From this year
on, the trending has increased reaching a peak in 2016.

Regarding the venue of publication, if the HCDF is domain-
specific applied then the research article is submitted to a
venue related to that domain. Most of the HCDF are not
focused on a specific field, but a general use. As shown in
Table IV, most academic events are related to AR.



TABLE III
DATA EXTRACTION FORM

Data item Values RQ

Study ID Integer -
Article title Name of the article -
Author name Names of the authors -
Year of publication Year of publication RQ1.1
Venue type Journal, conference or workshop RQ1.2
Venue name Name of the publication venue RQ1.2
AR programming frame-
work or method

Name of the AR programming
framework or method RQ2.1

AR tracking method Marker-based, feature-based,
location-based or other RQ2.1

Development platform
Desktop PC, hand-held device
(HHD), head-mounted display
(HMD) or web

RQ2.2

Interface projection plat-
form

Desktop PC, hand-held device,
head-mounted display or web RQ2.3

Authoring user interface 2D, non-immersive 3D, tangible or
immersive 3D RQ3

General models [5]

• Model 1: Stand-Alone + PS
• Model 2: Stand-Alone + PI
• Model 3: All in one
• Model 4: Plug-in + PI

RQ4

Domain Education, maintenance/assembly,
games, other or general RQ5

Validation method

Usability evaluation, empirical
evaluation (user testing, use
case or technical evaluation) or
unknown

RQ6

Fig. 3. Frequency of publication by year

B. HCDF Architecture (RQ2)

Most of the HCDF allow the end-user to create interactions
using AR marker-based tracking method (see Figure 4) since
HCDF developers frequently use marker-based AR program-
ming frameworks (see Figure 5). Table V and Table VI from
Appendix B show the articles classified by AR programming
framework and AR tracking method.

For a long time, the development platform most used was
the desktop PCs. However, this has changed in the last three
years in favor of web, HHD, and HMD (see Figure 6).

As can be seen on the timeline of Figure 7, there are three
periods related to the interface projection platform.

• 2002 - 2007: The most used platform at this stage is the
HMD, while HHD hardware is still improving.

TABLE IV
VENUE OF PUBLICATION OF HCDF

Venue type Venue name Total

Conference International Symposium on Mixed and
Augmented Reality (ISMAR) 6

Conference
International Conference on Virtual-Reality
Continuum and Its Applications in Industry
(VRCAI)

4

Conference
International Conference on Virtual Envi-
ronments, Human-Computer Interfaces and
Measurement Systems

2

Conference Virtual Reality (VR) 2

Conference International Conference on Distributed,
Ambient, and Pervasive Interactions (DAPI) 2

Journal IFIP Advances in Information and Commu-
nication Technology 2

Others 56

Fig. 4. Distribution of the AR tracking method

• 2008 - 2011: HMD is replaced with desktop PC since
this is most widely used.

• 2012 - 2017: Due to the technological development of
the HHD, most of the HCDF are focused on HHD as an
interface projection platform.

Based on this three periods, we noticed a relation between
the development platform and the interface projection platform
as shown in Figure 8.

During the first period (2002 - 2007), if the AR application
created with the HCDF is going to be viewed on an HMD
or a desktop PC, then frequently the development platform
was the desktop PC. In the second period (2008 - 2011), the
desktop PC stands out both as a development platform and as
an interface projection platform.

The apparent lack of use of HHD and web are common
in both periods. This changes on the third period (2012 -

Fig. 5. Distribution of the AR programming framework or method



Fig. 6. Development platform by year

Fig. 7. Interface projection platform by year

2017), the web and the HHD are the development platform
and interface projection platform most used, respectively.

Table VII and Table VIII from Appendix B show the articles
classified by development platform and interface projection
platform.

C. Authoring User Interface (RQ3)

The most common authoring user interfaces are 2D and
Non-immersive 3D (see Figure 9). There is an increasing
interest in immersive 3D user interfaces, though there is not
any work related to them during the first period. Such an im-
mersive experience is obtained by using HMD. Table IX from
Appendix B shows the articles classified by user interface.

D. Classification by general models (RQ4)

According to Figure 10, we can confirm the conclusions of
[5], model 2: Stand-alone + PI is the most used. We could

Fig. 8. Development platform and interface projection platform for three
periods

Fig. 9. Mapping showing the distribution of the authoring user interface
during three periods depending on the development platform

not find any HCDF that fits the description of the model 1:
Stand-alone + PS.

Fig. 10. Distribution of general models proposed by [5]

Another issue to consider is the platforms used by each
model (see Figure 11). The development platform most used
with model 2 are the desktops PCs and the web. Also, the
interface projection platform most used with model 2 is the
HHD, even though this model supports platform independence
(it can be extended to support other platforms).

Table X from Appendix B shows the articles classified by
the general models.

E. Domain of application (RQ5)

Nearly to 59% of HCDF are designed for a specific domain
(see Figure 12). The most common fields of application are
education and maintenance/assembly, but it is also possible to
use HCDF in game development, urban planning [8], military
[9], [10] or cultural heritage [11].



Fig. 11. Mapping showing the general models distribution depending on the
development platform and the interface projection platform

Fig. 12. Domain distribution

In the maintenance/assembly field, it is preferred the desktop
PCs as a development platform because the experts are already
familiar with it, and as an interface projection platform, it is
preferred the HMD because it offers freedom of movement to
the maintenance staff to perform their tasks.

On the other hand, in the education field, there are not many
HMD available, so it is preferred widely used platforms such
as the desktop PCs or HHD (see Figure 13).

Table XI from Appendix B shows the articles classified by
domain.

Fig. 13. Mapping showing the domain distribution depending on the devel-
opment platform and the interface projection platform

F. Validation method (RQ6)

There is not a general approach to validate the HCDF. Since
what matters is the value to end-users, we recommend to
validate them with a usability evaluation. Most of the articles

offer more details of the development stage than the validation
stage as can be seen in Figure 14.

The articles that detailed the validation stage agreed to the
validation method: it needs to be related to the end-users,
whether it is assessed with a formal method or an empirical
method. It is not practical to assess them using a technical
evaluation.

Table XII from Appendix B shows the articles classified by
validation method.

Fig. 14. Validation method distribution

V. CONCLUSIONS

This work carried out a systematic mapping study on the
HCDF. Through this study, we could identify the following
challenges for the future which are closely related to the
proposed research questions RQ2, RQ3 and RQ6:

RQ2. Part of the increasing trending on HCDF is because
AR programming frameworks allow HCDF developer to focus
only on developing new interactions and not to worry about
low-level procedures. As we said, the web stands out as
a development platform, but not as an interface projection
platform. One of the advantages of the web is the massively
use. If an HCDF is developed with the web as a target, then
we can bring AR applications nearly everywhere.

RQ3. 3D immersive user interfaces are a hot topic, not well
explored and needs more research. These allow to creating AR
content through a WYSIWYG editor as seen in the related
articles in Table IX.

RQ6. We can not evaluate and compare all HCDF under the
same criteria due to the difficulty of defining common testing
tasks for end-users. However, it can be defined common tasks
to HCDF with the same authoring user interface (2D, non-
immersive 3D, tangible, immersive 3D). This way, we can
finally compare HCDF as [12] did. There is a need for usability
evaluation standards for HCDF.
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